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1
ADAPTIVE RADIO COMMUNICATIONS
SYSTEMS AND METHODS

BACKGROUND

As is known in the art, a computer cluster (or “cluster”)
comprises a set of connected computers that work together so
that, in many respects, they can be viewed as a single system.
The components of a cluster are typically connected to each
other through fast local area networks (LANs), with each
“node” (i.e., a computer used as a server) running its own
instance of an operating system. Clusters are usually
deployed to improve performance and availability compared
to a single computer, while typically being more cost-effec-
tive than single computers of comparable speed or availabil-
ity. Using off-the-self software clustering and distributed pro-
cessing software, high-performance computing can be
achieved using conventional hardware.

As is also known, software-defined radios (SDR) typically
combine specialized hardware with waveform processing
software (typically referred to as “waveform applications” or
“waveforms”) to provide the flexibility to receive and trans-
mit widely different radio protocols based solely on the soft-
ware used.

SUMMARY

It is appreciated herein that SDRs use field-programmable
gate arrays (FPGAs), application-specific integrated circuits
(ASICs), or other specialized hardware. Thus, SDRs use a
monolithic, stove-piped design limited in terms of processing
power and availability and may be unable to handle increas-
ingly complex waveforms. Therefore, it would be desirable to
provide a radio communications system wherein waveform
processing is defined within software and wherein generally
system resources (e.g., transceivers, processors, and storage)
can be scaled/expanded dynamically to handle increasingly
complex waveforms.

In one aspect, a radio frequency (RF) communications
system comprises a plurality of transceivers to receive RF
signals and to convert the RF signals to digital in-phase and
quadrature (I/QQ) data representative of the received RF sig-
nals; a plurality of waveform processor entities operatively
coupled to receive the 1/Q data from the plurality of trans-
ceivers via a network fabric (e.g., an Ethernet Fabric network)
and to perform digital signal processing on the received 1/Q
data; and grid-computing module to determine which of the
plurality of waveform processor entities receives and pro-
cesses the [/Q data.

In embodiments, the plurality waveform processor entities
demodulate the received 1/Q data to generate demodulated
data. The system may further comprise an application pro-
cessor entity operatively coupled to receive at least a portion
of the demodulated data from two or more of the plurality of
waveform processor entities, to aggregate the received
demodulated data, and to perform signal processing on the
aggregated demodulated data. The application processor
entity may be one of a plurality of application processor
entities selected by the grid-computing module to receive and
process the demodulated data. In embodiments, the applica-
tion processor entity correlates the demodulated data in time
to perform wideband signal processing. In some embodi-
ments, the application processor entity aggregates data rep-
resentative of RF signals received in a first band (i.e., by a first
transceiver) and data representative of RF signals received in
a second band (i.e., by a second transceiver) to process a
spread spectrum signal.
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2

In embodiments, the system further comprises a network
storage device, wherein one or more of the plurality of wave-
form processor entities send the demodulated data to the
network storage device, and wherein the application proces-
sor entity receives at least a portion of the demodulated data
from the network storage device.

In embodiments, the system further comprises a time syn-
chronization server operatively coupled to synchronize
clocks within the plurality of transceivers and waveform pro-
cessor entities. The time synchronization server may com-
prise a Global Positioning System (GPS)-based time syn-
chronization module or a rubidium standard clock.

According to another aspect, a method comprises receiving
RF signals at a plurality of transceivers; converting the RF
signals to digital in-phase and quadrature (I/Q) data represen-
tative of the received RF signals; selecting, from a plurality of
waveform processor entities, one or more waveform proces-
sor entities to perform digital signal processing on the 1/Q
data; sending the FQ data from the plurality of transceivers to
the selected waveform processor entities via a network fabric
(e.g., an Ethernet Fabric network); receiving the 1/Q data at
the selected waveform processor entities; and performing
digital signal processing on the received 1/Q data.

In embodiments, the method further comprises demodu-
lating the received I/Q data to generate demodulated data;
sending the demodulated data from the selected waveform
processor entities to an application processor entity via the
network fabric; receiving, at the application processor entity,
at least a portion of the demodulated data generated by two or
more of the selected waveform processor entities; aggregat-
ing the received demodulated data; and performing signal
processing on the aggregated demodulated data. The method
may further comprise sending the demodulated data from the
selected waveform processor entities to a network storage
device via the network fabric; and receiving, at the applica-
tion processor entity, at least a portion of the demodulated
data from the network storage device via the network fabric.
In embodiments, the application processor entity is selected
from a plurality of application processor entities using grid-
computing techniques. The application processor entity may
correlate the demodulated data corresponding to one or more
RF bands in time to perform wideband signal processing
(e.g., spread spectrum).

BRIEF DESCRIPTION OF THE DRAWINGS

The systems and techniques sought to be protected herein
may be more fully understood from the following detailed
description of the drawings, in which:

FIG. 1 is a block diagram of an illustrative adaptive radio
system,

FIG. 2 is a schematic representation of an illustrative trans-
ceiver for use in the system of FIG. 1;

FIG. 3 is a flowchart showing an illustrative method for use
within the system of FIG. 1; and

FIG. 4 is a schematic representation of an illustrative com-
puter for use with the systems and method of FIGS. 1-3.

The drawings are not necessarily to scale, or inclusive of all
elements of a system, emphasis instead generally being
placed upon illustrating the concepts, principles, systems,
and techniques sought to be protected herein.

DETAILED DESCRIPTION

Referring to FIG. 1, an illustrative adaptive radio commu-
nications system (“communications system”) 100 includes a
plurality of transceivers 102, a plurality of waveform proces-
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sor entities 104, and one or more application processor enti-
ties 106 (collectively referred to as “system components”).
The communications system 100 may also include one or
more network storage devices 110 and/or a time synchroni-
zation (“sync”) server 112 (also referred to as “system com-
ponents”). The various system components are coupled
together via a network fabric 108. It should be understood that
the system may include generally any number of transceivers,
waveform processors, application processors, and/or storage
devices.

An illustrative transceiver 102 comprises a radio receiver
to receive RF signals (e.g., via free space), to convert the RF
signals into digital in-phase and quadrature (I/Q) data, and to
make the 1/Q data available to the waveform processor enti-
ties 104 and/or the application processor entities 106 (via the
network fabric 108). In embodiments, an illustrative trans-
ceiver 102 further comprises a radio transmitter to receive
digital I/Q data via the network fabric 108, convert the 1/Q
data to RF signals, and transmit the RF signals (e.g., into free
space). An example of a transceiver is illustrated in FIG. 2 and
described below in connection therewith.

An illustrative waveform processor entity 104 includes a
memory 104a, local storage 1045, and a central processing
unit (CPU) 104¢. In embodiments, the illustrative waveform
processor entity 104 comprises a general-purpose computer
running the Linux operating system (OS). In some embodi-
ments, the illustrative waveform processor entity 104 com-
prises a BeagleBone Linux computer designed by the Beagle-
Board.org Foundation, a U.S.-based non-profit corporation
having a place of business in Richardson, Tex. In embodi-
ments, the local storage 1045 comprises flash memory. In
embodiments, the illustrative waveform processor entity 104
includes Red Hat Enterprise Linux, Version 6 or greater. In
some embodiments, the waveform processor entity 104
includes a Universal Serial Bus (USB) interface 104d for
management and control (e.g., used to update software stored
within the local storage 1045). The waveform process entity
104 may also include a network fabric adapter (not shown) to
send/receive to/from the network fabric 108.

The waveform processor entities 104 are configured to
perform digital signal processing (DSP). In embodiments, the
DSP is defined within software (referred to herein as “wave-
form processing software™). Thus, it will be appreciated that
the waveform processor entities 104 (and the application
processor entities 106) need not include specialized hard-
ware, such as field-programmable gate arrays (FPGAs) or
application-specific integrated circuits (ASICs) for DSP. It
will be appreciated, however, that a portion of the DSP can be
performed by an FPGA and/or an ASIC. In embodiments, the
waveform processing software can be modified dynamically
(e.g., an administrator may install software via a USB inter-
face 1044d). It should be understood that the systems and
concepts sought to be protected herein are not limited to any
particular signal processing techniques.

Anillustrative application processor entity 106 is similar to
the illustrative waveform processor entity 104 described
hereinabove, with certain similarities and differences dis-
cussed herein. The application processor entity includes a
memory 1064, local storage 1065, a CPU 106c¢, and (in some
embodiments) a USB interface 1064; which may be similarto
the waveform processor entity memory 104a, local storage
1045, CPU 104c¢, and USB interface 1044, respectively. The
illustrative application processor entity 106 may also include
a network fabric adapter (not shown) to send/receive to/from
the network fabric 108.

The application processor entities 106 are configured to
perform DSP. In embodiments, the DSP is defined within
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4

software (referred to as “application processing software™)
although it will be understood that portions of the DSP may
also be performed using an FPGA and/or an ASIC. In
embodiments, the application processing software can be
modified dynamically (e.g., an administrator may install soft-
ware via a USB interface 1064). Whereas the waveform pro-
cessor entities 104 generally perform “low-level” signal pro-
cess techniques (e.g., demodulation), the application
processor entities 106 generally perform “high-level” signal
processing techniques. For example, in embodiments, an
application processor entity 106 correlates and aggregates
data from a plurality of transceivers to receive a signal delib-
erately spread across multiple frequency bands (i.e., a spread
spectrum signal). Other non-limiting examples of application
processor techniques include: enabling diversity reception to
reduce (and ideally eliminate) selective fading and other
propagation anomalies; operating as an interferometer; acting
as a phased array for enhanced gain and/or directivity; and
providing signal detection and correlation in the performance
of signals intelligence work.

The network fabric 108 comprises a plurality of data links
to allow data transfer between the various system compo-
nents. In embodiments, the network links comprise gigabit
Ethernet links, such as fiber optic links. In embodiments, the
network fabric 108 comprises an Ethernet Fabric network.
Thus, the system components may be directly linked (i.e.,
point-to-point), or indirectly linked via one or more switches
(e.g., fabric switches).

The network storage devices 110 are used by the other
system components to store and retrieve data via the network
fabric 108. In embodiments, an illustrative network storage
device 110 comprises one or more services and correspond-
ing application programming interfaces (APIs) or protocols.
In embodiments, the network storage device 110 comprises a
solid-state drive (SSD) or other type of non-volatile storage.
In embodiments, the network storage device 110 further com-
prises a microcontroller and a network fabric adapter. As used
herein, the term “microcontroller” is used to describe a com-
puting device having a processor, a memory, and program-
mable input/output (I/O). Non-limiting examples of micro-
controllers include system on a chips (SoCs) and general-
purpose computers. In embodiments, the network storage
devices 110 comprise Linux servers. In some embodiments,
the radio system includes a storage-area network (SAN) com-
prising the network storage devices 110 coupled via a fibre
channel.

The time sync server 112 provides time synchronization
(or “time sync”) between the various system components. In
some embodiments, the time sync server 112 comprises a
network time server and the other system components com-
prise software to communicate with the time server (i.e.,
client software). Those skilled in the art will appreciate that
network time server-client protocols are known, including
protocols that can achieve sub-millisecond accuracy on a
local area network (LAN) (e.g., Network Time Protocol
(NTP)). It will be understood that time synchronization
requirements vary depending on the particular waveform pro-
cessing being performed (e.g. code pattern synchronization in
CDMA or timed key exchanges in cryptographic systems)
and, therefore, other suitable protocols may be used; in some
cases, the time sync server 112 may be excluded.

In some embodiments, the communications system 100
comprises a wide-area network (WAN) or is coupled to
another communications system via a WAN. Therefore, it
may be desirable to provide multiple time sync servers 112
such that each (or most) system components are connected to
a time sync server 112 via a LAN to avoid high latency and
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low availability typically associated with a WAN. In such
embodiments, the time sync servers 112 may comprise
rubidium clocks (i.e., rubidium standard or atomic clocks)
and/or Global Positioning System (GPS)-based time syn-
chronization modules to provide accurate time within each of
the LANs. GPS-based time synchronization modules are
known in the art and may comprise a GPS antenna 1124, as
shown.

In embodiments, the communications system 100 is
coupled to one or more external systems 114. An illustrative
external system 114 includes a user display, a user input, and
a processor operatively coupled to allow an operator to per-
form configuration and maintenance tasks, such as adding
resources and uploading waveform software. As another
example, an external system 114 includes a user display, a
user input, and a processor operatively coupled to allow a user
to select waveforms, select frequency bands, and view spec-
trum display output.

The communications system 100 includes one or more
grid-computing modules 116 comprising software (e.g., a
middleware) and/or hardware components configured to per-
form grid-processing techniques known in the art. For sim-
plicity of explanation, only one grid-computing module 116
is shown in FIG. 1; however it should be understood that the
system 100 could include several grid-computing modules.
Moreover, the grid-computing modules may be provided as
software/hardware elements within the other system compo-
nents (e.g., transceivers, waveform processor entities 104,
and/or application processor entities 106).

In embodiments, the grid-computing modules 116 com-
prise clustering software, such as Red Hate Enterprise
Linux® High Availability Add-On, and distributed process-
ing software, such as Red Hat® Enterprise Linux Grid,
HTCondor, or other software that provides high-throughput,
high-performance, distributed computing within a computer
cluster. In one aspect, the system 100 includes (or is part of)
a computer cluster wherein one or more of the system com-
ponents correspond to cluster “nodes” or “resources.” More
specifically, the waveform and application processor entities
104, 106 correspond to processing resources, and the storage
devices 110 correspond to storage resources.

Although features and operations of grid-computing are
known to those skilled in the art, a brief overview is given
herein. Grid-computing solutions provide job queuing
mechanism, scheduling policy, priority schemes, resource
monitoring, and resource management. Users can submitjobs
to the cluster (e.g., via an external control system 114), which
places the jobs into an appropriate queue and chooses when
and where to run the jobs based upon required and available
resources. A grid-computing module may monitor the
progress of each job and inform the user of job completion
(e.g., via an external display 114). Computationally expen-
sive jobs can be distributed and performed by multiple
resources in parallel (i.e., distributed processing). Resources
can be dynamically added and removed without disrupting
normal system operation. For example, processor entities
104, 106 can be dynamically added to handle more complex
waveforms. In addition, grid-computing software/hardware
handles node failures such that the failure of any given node
generally does not cause the overall system to fail. In general,
any resource can be utilized for any of a number of waveforms
simultaneously.

In illustrative embodiments, the communications system
100 can function as a radio receiver and/or a radio transmitter.
In receiver operation, the transceivers 102 receive RF signals
(e.g., from free space), demodulate the received signals into
in-phase and quadrature (I/Q) signals, and convert the 1/Q
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6

signals into digital form (referred to herein as “I/Q data”). The
1/Q data is representative of the received RF signals, meaning
that it conveys sufficient information about the received RF
signals to allow digital signal processing and analysis to be
performed. The transceivers 102 send the I/Q data to the other
system components via the network fabric 108.

In embodiments, the transceivers 102 generate and send
network data packets comprising the I/Q data. In one embodi-
ment, the network fabric comprises an Ethernet network and
the transceivers 102 generate and send Ethernet packets com-
prising the 1/Q data (i.e., the Ethernet packet “frames” or
“payloads” comprise the I/Q data).

In one aspect, the I/Q data is a stream of data is converted
to blocks of data (i.e., data packets) for transmission through
the network. Any suitable framing technique may be used to
generate the data packets. In one embodiment, the transceiv-
ers 102 use a time-based framing technique whereby the 1/Q
data is segmented by time periods (e.g., a predetermine con-
stant time period) and each data packet generally corresponds
to one time period. For example, each data packet may cor-
respond to N seconds of I/Q data (and, thus, N seconds of
received RF signal information). Moreover, multiple trans-
ceivers having synchronized clocks (using time sync module
112) can implement a cooperative time-based framing tech-
nique whereby data packets generated from each of those
receivers generally start and end at common time boundaries.
It will be appreciated that this technique allows the processor
entities 104, 106 to receive data packets from multiple trans-
ceivers and to correlate those data packets in time for wide-
band signal processing (e.g., processing spread spectrum sig-
nals).

An illustrative transceiver 102 determines the destination
network node (or nodes) for the sent I/Q data. More specifi-
cally, a grid-computing module (e.g., software) within the
transceiver determines which processing resources are avail-
able to perform waveform processing on the I/QQ data and will
schedule and load them for execution. In embodiments, the
transceiver 102 assigns a corresponding media access control
(MAC) destination address to Ethernet packets comprising
the 1/Q data).

1/Q data is received by one or more waveform processor
entity 104 via the network fabric 108. An illustrative wave-
form processor entity 104 applies its software-defined wave-
form to the received 1/Q data (i.e., the input) to extract infor-
mation (i.e., the output) from the signal represented by the I/Q
data. For example, a waveform processor entity 104 may
demodulate a carrier frequency audio signal to generate a
baseband audio signal. As another example, a waveform pro-
cessor entity 104 may perform digital modulation (e.g.,
phase-shift keying) to extract digital information form a sig-
nal. In embodiments, a waveform processor entity 104 may
use a Fast Fourier Transform (FFT) technique to demodulate
a signal. The output (referred to herein as “demodulated
data™) is sent into the network fabric 108 or to an external
device. The demodulated data may be encapsulated and sent
within Ethernet packets.

An illustrative waveform processor entity 104 determines
the destination network node (or nodes) for the sent demodu-
lated data using the same or similar techniques used by the
transceivers 102 (as described above). The waveform proces-
sor entity 104 may determine the demodulated data should be
stored within the network storage devices 110 or should be
processed directly/immediately by selected application pro-
cessor entities 106.

The demodulated data is received (via the network fabric
108) by one or more application processor entities 106. The
data may be received directly from the waveform processor
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entities 106 or may be retrieved from the network storage
devices 110. Thus, the application processor entities 106 may
operate in a “real-time” mode or in an “offline” mode. An
illustrative application processor entity 106 applies its soft-
ware-defined application processing to the received demodu-
lated data (i.e., the input) and generates output. The type of
output depends on the particular application processing soft-
ware. In some embodiments, an application processor entity
106 generates a high-level user report, which is stored in the
network storage devices (via the network fabric 108) and
accessible by a user display 114. Other non-limiting
examples of application processor entity 106 output include
demodulated waveform ready for processing/distribution and
a waterfall spectrum display.

In embodiments, an illustrative application processor
entity 106 performs aggregate signal processing of demodu-
lated data earlier processed by multiple different waveform
processor entities 104 and stored in the network storage
devices 110.

The communications system 100 may also function as a
radio transmitter. In transmit operation, waveforms are pre-
sented to the applications processor entities 106, which in
turn distribute processing work to the waveform processor
entities 104 so that appropriate modulation/timing can be
created and/or added. The output of the waveform processor
entities 104 is sent to appropriate transceivers 102, which use
this information to generate an RF waveform for transmis-
sion. In some embodiments, additional information, such as
stored frequency sequences, encoding information, and/or
buffering information may be retrieved from the storage
devices 110 by the processor entities and and/or by the trans-
ceivers.

It should be appreciated that the illustrative communica-
tions system 100 provides a flexible architecture wherein the
various system components (i.e., transceivers, processor enti-
ties, and network storage devices) can be dynamically allo-
cated and configured to achieve high-performance, adaptive
radio communications. For example, to receive and process a
wideband spread spectrum signal, the system 100 may allo-
cate a plurality of transceivers each configured to receive in a
narrowband (i.e., a portion of the wideband); a plurality of
waveform processor entities configured to perform distrib-
uted demodulation on the narrowband data; and a relatively
small number (e.g., one) of application processor entities
configured to aggregate the demodulated narrowband data to
perform wideband signal processing. Thus, the communica-
tions system 100 can be used for low-probability of detection
(LPD) communication by “hiding” information with com-
monly used radio waveforms, such as time division multiple
access (IDMA) or code division multiple access (CDMA).

In one embodiment, one or more of the processor entities
104, 106 and/or transceivers 102 are disposed upon a com-
mon substrate using, for example, multi-chip module MCM)
packaging. In embodiments, the system 100 is provided
within (or comprises) a mechanically rugged case.

Referring now to FIG. 2, an illustrative transceiver 200
may be the same as or similar to a transceiver 102 within the
communications system 100 of FIG. 1. The transceiver 200
includes aradio receiver 202, a radio transmitter 204, a micro-
controller 206, a memory 208, and a local storage module
210. The illustrative transceiver 200 further includes a net-
work fabric adapter 214 to send/receive to/from the network
fabric 108 (FIG. 1). In some embodiments, the transceiver
200 includes a USB interface 212 for management and con-
trol (e.g., to update software stored within the local storage
210). In embodiments, the local storage 210 comprises flash
memory. The various transceiver components 202-214 are

5

10

15

20

25

30

35

40

45

50

55

60

65

8

coupled together by a computer bus 216 (or a plurality of
interconnected computer buses). In embodiments, the bus
216 utilizes Ethernet fabric or fibre.

In some embodiments, the transceiver 200 comprises a
general-purpose computer and the microcontroller 206,
memory 208, local storage 210, USB interface 212, and/or
network adapter 214 may be provided as part of the computer.
The computer may be a BeagleBone running Red Hat Enter-
prise Linux, Version 6 or greater and my include grid-com-
puting software (e.g., a middleware). In some embodiments,
the receiver 202 and transmitter 204 are provided on separate
boards that interface with the general-purpose computer. In
embodiments, the receiver 202 and transmitter 204 are pro-
vided on provided as MCMs on a shared substrate.

The illustrative radio receiver 202 comprises a receive
antenna 202a coupled to a first band-pass filter 2025, and a
second band-pass filter 2024 coupled to the first band pass
filter via a low-noise amplifier (LNA)202¢. The second band-
pass filter 202d is operatively coupled to a first differential
amplifier 202/ via a first transformer 202e, and the first dif-
ferential amplifier 202fis coupled to a first mixer 202g and a
second mixer 2024, as shown. The receiver 202 further com-
prises a local oscillator 2027 and a second differential ampli-
fier 202k operatively coupled via a second transformer 202;.
The second differential amplifier 202% output is coupled to a
splitter 2021 having a 0-degree output coupled to the first
mixer 202g and a 90-degree output coupled to the second
mixer 2024. The first mixer 202g output is coupled to a first
analog-to-digital converter (ADC) 202m and the second
mixer 202/ output is coupled to a second ADC 202x. In
embodiments, the mixers and ADCs are coupled via one or
more filters and/or amplifiers (generally indicated as 2020 in
FIG. 2).

Although the operation of the illustrative receiver circuit
202 shown in FI1G. 2 will be known to those skilled in the art,
a brief overview is given herein. An RF signal is received at
the antenna 202¢a and filtered by the first band pass filter 2025
to produces a corresponding band pass signal. The band pass
signal is amplified by the LNA 202¢ having a suitable gain
and again filtered by operation of the second band pass filter
202d. The first and second band pass filters are tuned to a
desired frequency band. The band pass signal is received as
input to both mixers 202g, 2024, with the first transformer
202¢ and differential amplifier 202f providing isolation pro-
tection and impedance matching between band pass filter
202d and the mixer 202g.

The local oscillator 2027 generates a sinusoidal signal hav-
ing a selected demodulation frequency. The second trans-
former 202; and second differential amplifier 202% provide
isolation protection and impedance matching between the
local oscillator 202/ and other circuit elements. The splitter
2021 splits the sinusoidal signal into corresponding real and
imaginary signals (i.e., two sinusoidal signals with a 90-de-
gree phase difference), which are received as input to the first
mixer 202g and second mixer 202/, respectively. Thus, the
first mixer 202g generates an in-phase down-mixed signal
and the second mixer 202/ generates a quadrature down-
mixed signal. The filters 2020 remove negative frequency
spectrum and noise outside the desired bandwidth. The result-
ing in-phase and quadrature down-mixed signals are received
by the first ADC 202m and second ADC 202#, respectively.

The ADCs 202m, 202n convert the (analog) down-mixed
signals to a representative digital form (“I/Q data”). The
ADCs sample and quantize the data using techniques known
in the art. In embodiments, the ADCs sample above the
Nyquist frequency to avoid loss of information. The ADCs
may further prepare the data for transmission through a net-
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work (e.g., frame the data, generate Ethernet packets, etc.) as
described further above in connection with FIG. 1.

The ADCs 202m, 202r are coupled to the microcontroller
206 via the computer bus 216. Thus, the microcontroller 206
can receive 1/Q data from the receiver and generate corre-
sponding network data for sending into the network fabric
(via the network adapter 214). In embodiments, the bus 216
comprises a plurality of signal paths (i.e., it is a parallel bus)
and the microcontroller receives the in-phase and quadrature
data in parallel. In embodiments, the microcontroller is con-
figured (e.g., uses program software stored within the local
storage module 210) to generate Ethernet packets comprising
the 1/QQ data, and to send the Ethernet packets into the network
fabric 108 via the network adapter (i.e., an Ethernet adapter)
214. As discussed above, the microcontroller may be config-
ured to perform time-based packet framing whereby the UQ
data is segmented by time periods.

Those skilled in the art will understand that, in response to
receiving RF signals via the receive antenna 2024, the illus-
trative receiver 202 generates representative 1/Q data, which
can be received and processed by the microcontroller 206.
Moreover, those skilled in the art will appreciate that the
concepts and techniques sought to be protected herein are not
limited to the receiver illustrated in FIG. 2 and that other
receiver designs can be used.

The illustrative radio transmitter 204 includes a first digi-
tal-to-analog converter (DAC) 204a and a second DAC 2045
coupled to receive digital in-phase data and digital quadrature
data, respectively, from the microcontroller 206. In embodi-
ments, the microcontroller 206 receives network packets
comprising UQ data from the network fabric 108 (via the
network adapter 214) and sends the corresponding in-phase
data to the first DAC 204q and the corresponding quadrature
data to the second DAC 20454. In embodiments, the transmit-
ter 204 is coupled to the microcontroller 206 via a parallel
interface (e.g., the bus 216 may be a parallel bus) and, thus,
the microcontroller can send data to both of the DACs in
parallel.

The transmitter 204 further includes a first mixer 204¢
coupled to the first DAC 204a and a second mixer 2044
coupled to the second DAC 20254 via filters 204e. A voltage-
controller oscillator (VCO) 204f'is coupled to a splitter 204g
having a 0-degree output coupled to the first mixer 2044 and
a 90-degree output coupled to the second mixer 204d. The
mixers 204¢, 204d are both coupled to an amplifier 204 via a
transformer 204/. The amplifier 2044, in turn, is coupled to a
transmit antenna 2044 via a band pass filter 204;. In embodi-
ments, the transmit antenna 204% and the receive antenna
202a comprise a common physical antenna structure.

In operation, the first DAC 204a receives digital in-phase
data and generates a representative (analog) in-phase signal,
which is provided as input to the first mixer 204¢. Likewise,
the second DAC 2045 receives corresponding digital quadra-
ture data and generates a representative (analog) quadrature
signal, which is provided as input to the second mixer 2044.
The VCO 204f generates a sinusoidal signal having a selected
modulation frequency, which is split into real and imaginary
signals by the splitter 204g. The first mixer 204¢ multiples the
real signal by the in-phase signal and the second mixer 2044
multiples the imaginary signal by the quadrature signal. The
resulting mixed signals are combined to produce a band pass
signal. The band pass signal is amplified by the amplifier 204/
having a suitable gain, filtered by the band pass filter 204;, and
transmitted via the transmit antenna 2044 (e.g., into free
space)

Those skilled in the art will understand that, in response to
receiving digital I/Q data from the microcontroller 206, the
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illustrative transmitter 204 generates and transmits a repre-
sentative RF signal via the antenna 204%. Moreover, those
skilled in the art will appreciate that the concepts and tech-
niques sought to be protected herein are not limited to the
transmitter illustrated in FIG. 2 and that other transmitter
designs can be used.

FIG. 3 is a flowchart corresponding to the below contem-
plated technique which would be implemented in a commu-
nications system (such as the illustrative system 100 of FIG.
1). Rectangular elements (typified by element 302), herein
denoted “processing blocks,” represent computer software
instructions or groups of instructions. The flow diagram does
not depict the syntax of any particular programming lan-
guage. Rather, the flow diagram illustrates the functional
information one of ordinary skill in the art requires to gener-
ate computer software to perform the processing required of
the particular apparatus. It should be noted that many routine
program elements, such as initialization of loops and vari-
ables and the use of temporary variables are not shown. It will
be appreciated by those of ordinary skill in the art that unless
otherwise indicated herein, the particular sequence of blocks
described is illustrative only and can be varied without depart-
ing from the spirit of the systems and techniques sought to be
protected herein. Thus, unless otherwise stated the blocks
described below are unordered meaning that, when possible,
the functions represented by the blocks can be performed in
any convenient or desirable order.

At block 302, RF signals are received (e.g., from free
space). At block 304, the RF signals are converted to I/Q data
using any techniques described hereinabove. At block 306,
one or more of a plurality of application processor entities are
selected to process the I/Q data. This selection processing
may utilize grid-computing techniques known in the art. At
block 308, the I/Q data is sent to the selected waveform
processor entities via a network fabric. In embodiments, the
method 300 further comprises generating Ethernet packets
comprising the I/Q data, and sending the Ethernet packets
into the network fabric (i.e., into an Ethernet Fabric network).
It should be appreciated that blocks 302-308 may correspond
to processing within a transceiver 102 (FIG. 1).

Atblock 310, the I/Q data is received at the selected wave-
form processor entities via the network fabric. At block 312,
the received 1/QQ data is demodulated using any desired wave-
form processing technique to generate demodulated data. At
block 314, the demodulated data is sent to an application
processor entity via the network fabric. In some embodi-
ments, the method 300 further comprises storing 1/Q data
and/or demodulated data to a network storage device. In
embodiments, the application process entity is one of a plu-
rality of application processor entities and the method further
comprises selecting one or more application processor enti-
ties to receive and process the demodulated data. It should be
appreciated that blocks 310-314 may correspond to process-
ing within a waveform processor entity 104 (FIG. 1).

At block 316, demodulated data is received at the applica-
tion processor entity (or selected one of a plurality of appli-
cation processor entities) via the network fabric. The appli-
cation processor entity may receive any combination of
demodulated data sent by the selected waveform processor
entities (e.g., all data from one waveform processor entities, a
portion of data from multiple waveform processor entities,
etc.). At block 318, the received demodulated data is aggre-
gated and, at block 318, digital signal processing techniques
are applied to the aggregated data. In some embodiments, the
illustrative method 300 further comprises correlating the
demodulated data in time to perform wideband signal pro-
cessing (e.g., spread spectrum). It should be appreciated that
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blocks 316, 318 may correspond to processing within an
application processor entity 106 (FIG. 1).

FIG. 4 shows an illustrative computer or other processing
device 400 that can perform at least part of the processing
described herein. The computer 400 includes a processor 402,
avolatile memory 404, a non-volatile memory 406 (e.g., hard
disk), an output device 408 and a graphical user interface
(GUI) 410 (e.g., amouse, a keyboard, a display, for example),
each of which is coupled together by a bus 418. The non-
volatile memory 406 stores computer instructions 412, an
operating system 414, and data 416. In one example, the
computer instructions 412 are executed by the processor 402
out of volatile memory 404. In one embodiment, an article
420 comprises non-transitory computer-readable instruc-
tions.

In embodiments, the computer 400 can perform at least
part of the processing within one or more components of the
communications system 100 (FIG. 1). Thus, the non-volatile
memory 406 may also store grid-computing software 413
executable by the processor 402, as shown.

Processing may be implemented in hardware, software, or
a combination of the two. Processing may be implemented in
computer programs executed on programmable computers/
machines that each includes a processor, a storage medium or
other article of manufacture that is readable by the processor
(including volatile and non-volatile memory and/or storage
elements), at least one input device, and one or more output
devices. Program code may be applied to data entered using
an input device to perform processing and to generate output
information.

The system can perform processing, at least in part, via a
computer program product, (e.g., in a machine-readable stor-
age device), for execution by, or to control the operation of,
data processing apparatus (e.g., a programmable processor, a
computer, or multiple computers). Each such program may be
implemented in a high level procedural or object-oriented
programming language to communicate with a computer sys-
tem. However, the programs may be implemented in assem-
bly or machine language. The language may be a compiled or
an interpreted language and it may be deployed in any form,
including as a stand-alone program or as a module, compo-
nent, subroutine, or other unit suitable for use in a computing
environment. A computer program may be deployed to be
executed on one computer or on multiple computers at one
site or distributed across multiple sites and interconnected by
a communication network. A computer program may be
stored on a storage medium or device (e.g., CD-ROM, hard
disk, or magnetic diskette) that is readable by a general or
special purpose programmable computer for configuring and
operating the computer when the storage medium or device is
read by the computer. Processing may also be implemented as
a machine-readable storage medium, configured with a com-
puter program, where upon execution, instructions in the
computer program cause the computer to operate.

Processing may be performed by one or more program-
mable processors executing one or more computer programs
to perform the functions of the system. All or part of the
system may be implemented as special purpose logic cir-
cuitry (e.g., an FPGA and/or an ASIC).

All references cited herein are hereby incorporated herein
by reference in their entirety.

Having described certain embodiments, which serve to
illustrate the various concepts, structures, and techniques
sought to be protected herein, it will now become apparent to
those of ordinary skill in the art that other embodiments
incorporating these concepts, structures, and techniques may
be used. Accordingly, it is submitted that that scope of the
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patent should not be limited to the described embodiments but
rather should be limited only by the spirit and scope of the
following claims.

What is claimed is:

1. A radio frequency (RF) communications system com-
prising:

a plurality of transceivers to receive RF signals and to
convert the RF signals to digital in-phase and quadrature
(1/Q) data representative of the received RF signals;

a plurality of waveform processor entities operatively
coupled to receive the 1/Q data from the plurality of
transceivers via a network fabric and to demodulate the
received I/QQ data to generate demodulated data;

an application processor entity operatively coupled to
receive at least a portion of the demodulated data from
two or more of the plurality of waveform processor
entities, to aggregate the received demodulated data, and
to perform signal processing on the aggregated demodu-
lated data; and

cluster computer software to determine which of the plu-
rality of waveform processor entities receives and pro-
cesses the 1/Q data.

2. The system of claim 1 further comprising a network
storage device, wherein one or more of the plurality of wave-
form processor entities send the demodulated data to the
network storage device, and wherein the application proces-
sor entity receives at least a portion of the demodulated data
from the network storage device.

3. The system of claim 1 further comprising a plurality of
application processor entities, the computer cluster software
further to determine which of the plurality of application
processor entities receives and processes the demodulated
data.

4. The system of claim 1 further comprising a time syn-
chronization server operatively coupled to synchronize
clocks within the plurality of transceivers and clocks within
of' the plurality of waveform processor entities.

5. The system of claim 4 wherein the time synchronization
server comprises a Global Positioning System (GPS)-based
time synchronization module or a rubidium standard clock.

6. The system of claim 1 wherein the application processor
entity correlates the demodulated data in time to perform
wideband signal processing.

7. The system of claim 1 wherein a first one of the plurality
of transceivers receives RF signals in a first band, a second
one of the plurality of transceivers receives RF signals in a
second band, wherein the application processor entity aggre-
gates data representative of RF signals received in the first
band and data representative of RF signal received in the
second band to process a spread spectrum signal.

8. The system of claim 1 wherein the network fabric com-
prises an Ethernet Fabric network, the plurality of transceiv-
ers further to generate Ethernet packets comprising the 1/Q
data.

9. The system of claim 1 wherein the plurality of transceiv-
ers and the plurality of waveform processor entities are dis-
posed upon a common substrate.

10. A method comprising:

receiving RF signals at a plurality of transceivers;

converting the RF signals to digital in-phase and quadra-
ture (I/QQ) data representative of the received RF signals;

selecting, using cluster computer software, one or more of
a plurality of waveform processor entities to perform
digital signal processing on the I/Q data;

sending the I/Q data from the plurality of transceivers to the
selected one or more waveform processor entities via a
network fabric;
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receiving the I/QQ data at the selected waveform processor

entities;

demodulating the received I/QQ data to generate demodu-

lated data;

sending the demodulated data from the selected waveform

processor entities to an application processor entity via
the network fabric;

receiving, at the application processor entity, at least a

portion of the demodulated data generated by two or
more of the selected waveform processor entities;
aggregating the received demodulated data; and
performing signal processing on the aggregated demodu-
lated data.
11. The method of claim 10 further comprising:
sending the demodulated data from the selected waveform
processor entities to a network storage device via the
network fabric; and

receiving, at the application processor entity, at least a

portion of the demodulated data from the network stor-
age device via the network fabric.

12. The method of claim 10 further comprising selecting
the application processor entity from a plurality of applica-
tion processor entities.

13. The method of claim 10 further comprising synchro-
nizing clocks within the plurality of transceivers and clocks
within the plurality of waveform processor entities.

14. The method of claim 10 wherein the application pro-
cessor entity correlates the demodulated data in time to per-
form wideband signal processing.

15. The method of claim 10 further comprising:

receiving RF signals in a first band at a first one of the

plurality of transceivers;

receiving RF signals in a second band at a second one of the

plurality of transceivers; and

aggregating, at the application processor entity, data rep-

resentative of RF signals received in the first band and
data representative of RF signal received in the second
band to process a spread spectrum signal.

10

15

20

25

30

35

14

16. The method of claim 10 wherein the network fabric
comprises an Ethernet Fabric network, the method further
comprising sending Ethernet packets comprising the I/Q data
from the plurality of transceivers to the selected waveform
processor entities via a network fabric.

17. The method of claim 10 wherein the plurality of trans-
ceivers and the plurality of waveform processor entities are
disposed upon a common substrate.

18. A radio frequency (RF) communications system com-
prising:

a plurality of receiver means for receiving RF signals and
converting the RF signals to digital in-phase and quadra-
ture (I/QQ) data representative of the received RF signals;

a plurality of waveform processor means for receiving the
1/Q data from the plurality of receiver means via a net-
work fabric and for demodulating the received I/Q data
to generate demodulated data;

an application processor means operatively coupled to
receive at least a portion of the demodulated data from
two or more of the plurality of waveform processor
means, to aggregate the received demodulated data, and
to perform signal processing on the aggregated demodu-
lated data; and

cluster computer software for determining which of the
plurality of waveform processor means receives and
processes the I/Q data.

19. The system of claim 18 further comprising a network
storage means, wherein one or more of the plurality of wave-
form processor means send the demodulated data to the net-
work storage means, and wherein the application processor
means receives at least a portion of the demodulated data
from the network storage means.

20. The system of claim 18 further comprising a plurality of
application processor means, the grid-computing means fur-
ther to determine which of the plurality of application pro-
cessor means receives and processes the demodulated data.
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